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1. Introduction

The method for calculating solvent shifts (i.e., the
changes Av in the absorption or emission frequency
on going from gas phase to solution) on metal-to-
ligand charge transfer (MLCT) and other electronic
absorption bands involving charge transfer (e.g.,
ligand to metal, metal to solvent, and organic charge
transfer) developed by Zeng, Hush, and Reimers,
named ZHR—SS (Zeng—Hush—Reimers solvent shift),
is reviewed. The rationale behind ZHR—SS is sum-
marized, as are those of other schemes currently
available for the evaluation of solvent effects on
electronic spectra. The prognosis for entry into the
new millenium is one of optimism concerning semi-
guantitative predictions and interpretations and one
of modified pessimism in relation to precise numer-
ical prediction.

We begin with a brief account of the historical
background to solvation theory and shall confine our
discussion almost exclusively to water as a solvent,
although the methods to be discussed admit of
complete generality. The question of the interaction
of ions in their ground electronic states with the
solvent when dissolved in water solution has a long
history, and it is instructive to recall briefly some of
the major advances as they contain insights relevant
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to the much more detailed methods currently in use
for excited as well as ground states. All the earlier
work was by necessity analytical, in contrast to
current treatments which involve extensive computa-
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tion, and was concerned with monatomic ions. The
first important step was taken by Born,* who treated
ions of charge Z as rigid spheres immersed in a
dielectric of static dielectric constant ¢ with effective
radius a: the free energy of hydration AG was
expressed as

AG
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where N is Avogadro’s constant.

Still within the framework of a continuum model,
a number of authors discussed the variation of the
solvent dielectric constant induced by the electric
field emanating from the ion. Booth,> modifying an
earlier theory of Kirkwood,? calculated the dielectric
constant of the solvent in the ion’s field as
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where n is the refractive index of water, Ny is the
number of molecules per unit volume, u is the dipole
moment of a solvent molecule, E is the field strength
at the radius of the first coordination sphere, a and
p are numerical factors, and L is the Langevin
function. Gluckauf* used Booth's equation to calculate
solvation free energies but with the difference that
he allowed for a region of empty space round an ion
and between neighboring water molecules in which
the dielectric constant falls to unity. This was pos-
tulated as a consequence of the mode of packing six
water molecules around an ion: in the mathematical
treatment, the empty space was averaged into a
spherical shell of thickness D which was estimated
to be 0.55 A for alkali ions. This notion of an
“effective” radius figures in many subsequent treat-
ments. We shall see later (section 3) that the intro-
duction of an empty shell in the close environment
of the ion is also, for somewhat different reasons, a
feature of modern theories.

It came to be realized that the continuous dielectric
model was too limited in its description of the ion—
water interaction, and thus, structural approaches
were made. The earliest, and most important, cal-
culation of this type was made by Bernal and
Fowler.®> They included a detailed model of the charge
distribution of the water molecules coordinated to the
ion, and each water molecule in the first solvation
shell of a cation was assumed to bind two further
water molecules. The energy of solvation was ex-
pressed as the sum of three terms: the ion—dipole
interaction for the ion and its nearest neighbors in
the coordination shell, the ‘Born’ energy of solvation
of the ion plus its water shell, and the energy of the
water molecule which was displaced by the ion. Eley
and Evans® produced a more detailed version of this
approach, as also did Verwey.” A number of elabora-
tions followed: that of Buckingham?® expressed the
ion—water interaction as

U=U,+ U, +U,+U, 3)

where Us is the electrostatic energy of the permanent
multipole moments of water in the field due to the
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ion, U; is the energy due to induced multipole
moments, and Uy and U, are contributions from
dispersion forces and from electronic repulsion over-
lap, respectively. The coordination numbers and
symmetries were assumed, with the ion lying on the
a C, axis of the water molecule both for cations and
anions. We present simulation studies supporting
this assumption later in Figure 2. However, the
geometry for anions disagrees with that of Bernal and
Fowler, who optimized the energies as a function of
ion—molecule distance and angles, and for these it
has subsequently been shown that the earlier as-
signment is substantially correct.

These are the origins of current theories of ion
solvation; a succinct account has been given by Case.®
They all dealt with ions in their ground electronic
states and take no account of effects of the solvent’s
electric field on the ion’s electronic structure and
hence are unlikely to be appropriate for transition
ions with partly filled d-electron shells. Indeed, the
ions of the first transition series all have six-
coordinate first solvation shells, so that the solution
contains M(H,0)s*" complexes which themselves are
further solvated by additional water molecules. It
was first shown by Bethe® for neutral ligands with
dipole moment « that the electric field of the coordi-
nation shell splits the d-electron levels in ways that
depend on the symmetry of the field, thus producing
new ground and excited states. This work was
rediscovered much later, and the ‘crystal field' theory
of the spectroscopy of transition ions in water—
responsible for the ‘renaissance’ of inorganic chem-
istry in the 1960s—emerged (for general references,
see Griffith'?). For a regular octahedral complex, the
nonspherical field takes the simple form

3
ch=Kx4+y4+z4—?[) (4)

where the cubic field constant K is given for neutral
ligands of dipole moments u by

_ 35eult'D

K
2r®

(5)

where r is the radius of the d-electron shell.

Owing to the high inverse power of the crystal-field
potential V¢, the d—d excitations of transition ions
in water are essentially the same (except for higher
resolution) as those of the corresponding hexaaquo
ion in a crystal lattice such as an alum. Thus, only
the first coordination shell needs, in general, to be
taken into account for consideration of d—d transi-
tions. However, for these complexes in particular and
for transition metal complexes in general, there are
other important electronic transitions involving elec-
tron transfer either to or from the metal and the
surrounding ligands. These are generally orders of
magnitude more intense than d—d transitions. For
these, more extensive solvent effects are very impor-
tant and to understand them it is necessary to move
on from the simpler approaches to take account of
the molecular orbital structure of the complex as a
whole and consider also a very much more detailed
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model of the interaction with the solvent. An example
of such a treatment is given for charge-transfer
reactions of the Fe(H,0)s>" ion in section 5.

If, as with these ligand-to-metal or metal-to-ligand
charge-transfer excitations, a significant charge rear-
rangement is associated with an electronic transition,
then in polar media sizable electrostatic interactions
between the solute and solvent molecules occur, and
these can produce large solvent (solvatochromatic)
shifts Av of electronic absorption bands. They also
modulate the electronic redistribution associated
with the transition, as manifested e.g., through
observed changes to the transition energy and the
induced electron redistribution as reflected in the
change in dipole moment Au caused by the transition.
For a long time there has been much interest in the
interpretation of observed solvatochromatic shifts,
with earlier models treating the solvent implicitly
using a dielectric continuum.'>~'8 Indeed, important
conclusions concerning the nature of hydrogen bond-
ing were drawn from the results.’®20 Recently, ex-
perimental studies of the change in dipole moment
on absorption have become important; these electro-
absorption studies were stimulated by the pioneering
work of Boxer et al.?’™2* who showed that it is
possible to extract intricate details of processes such
as electron transfer after photoabsorption within
naturally occurring photosynthetic reaction centers
as well as MLCT processes in inorganic complexes.
Whereas the solvent effect on Av amounts to typically
only a small fraction of v itself, the solvent effect on
Au can be of the same order as the free-molecule
value. Interestingly, this work has rekindled research
into the effects of polar solutes on the dielectric
properties of solvents.?®

2. Approaches to Treatment of Solvent Effects in
Charge-Transfer-Type Excitations

Our aim, in considering solvent effects in charge-
transfer-type transitions, has been to develop meth-
ods for the quantitative interpretation of the experi-
mental results. This was achieved in two steps: by
first modeling the properties of the complexes in the
gas phase, and then by modeling the solvent effects
on the MLCT transitions. Methods for modeling the
solvent effects?® can be separated into three broad
categories: those that treat the solvent implicitly
using reaction-field technology, those that consider
it in explicit molecular terms, and those that employ
statistical mechanical techniques.?’

Reaction-field techniques?®—3* are extensions of
Born’s original model, eq 1, and treat the solvent as
a dielectric continuum containing a cavity in which
the chromophore lies. These methods can qualita-
tively describe many features of solvation. They can
readily be applied to a large range of solvents, but
the shape of the solvent cavity is not uniquely defined
and the results obtained tend to be very sensitive to
assumed cavity shape and size. Modern approaches*
use prespecified cavity definitions and solve the
electronic structure of the chromophore self-consis-
tently with the reaction field generated by the cavity,
and these have been very successful. They, however,
cannot directly be quantitatively applied in situations

Chemical Reviews, 2000, Vol. 100, No. 2 777

in which there are strong specific interactions be-
tween the solvent and solute but can be used suc-
cessfully in supramolecular calculations.®® Specific
solvent interactions result in solvent molecules being
placed at specific locations relative to the solute and
can even evoke possible chemical effects such as
charge transfer with the solvent.3¢ Clearly, specific
solvation effects could be very important for inorganic
complexes (and, in general, for any system involving
significant charge transfer), and hence, these ap-
proaches were not employed. An example of a reac-
tion-field calculation for MLCT spectral properties is
that of Broo and Larsson;3” while qualitative features
are reproduced, issues affecting the method used to
describe the solvent (e.g., “cavity radii”) impede
guantitative analysis.

Methods which involve explicit solvent molecules
are usually termed supramolecular; there have been
a large variety of methods suggested for the imple-
mentation of such schemes (see, e.g., refs 36 and 38—
44). Two steps are always involved, either implicitly
or explicitly: the determination of the solvent struc-
ture, and the determination of the (MLCT) spectrum
as a function of the solvent structure.

One of the most conceptually appealing schemes
for determining the solvent structure is the Carr—
Parinello density-functional molecular dynamics
scheme (e.g., see ref 45). This determines the solvent
structure using a high level of electronic-structure
theory, treating all solvent and solute molecules
equivalently. Of course, the disadvantage of this
approach is the enormous amount of computational
resources required, and such schemes are not cur-
rently feasible for the study of MLCT spectra.

A variety of more-approximate schemes have been
generated, the most promising of which include
Warshel's generalized solvation models,*® hybrid
guantum-mechanics/molecular mechanics (QM/MM)
schemes,*®43 and even simpler simulation methods.*’
These treat the chromophore and critical solvent
molecules using a high level of theory and the
peripheral solvent molecules using more approximate
schemes. A scheme of this type has been applied by
Zerner to study inorganic MLCT?®¢ and other?82°
transitions. This places the solute and a small
number of solvent molecules inside a solvent cavity.
It has the advantage that it includes all interactions
(including charge transfer and dispersion) between
the solvent and solute, but the implementation has
been restricted by the need to employ the semiem-
pirical INDO technique to describe hydrogen-bonding
interactions, for which it is not appropriate,*® and has
been restricted to structures at 0 K.

We choose not to follow these schemes largely
because preliminary calculations indicated that the
results were unreliable in that the errors arising from
the approximations used to solve the electronic
structure could not be controlled. Instead, we devel-
oped a simpler model, abbreviated ZHR—SS, which
will be outlined.

Because of hydrogen bonding and other specific
interactions, in quantitative calculations the solva-
tion of the complex must itself be treated in a
molecular fashion. A qualitative analytical theory for
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the gas-phase to solution-phase frequency change Av
can be derived for the case in which the solvent is
treated as a dielectric continuum with dielectric
constant € and refractive index n in which a nonionic
chromophore resides inside a spherical cavity of
radius a. Methods of this type were developed by
McRae and others!?~141¢ and described in the most
general form by Liptay,'” with the most relevant
features extracted by Rettig.’® The most important
contributions to the solvent shift are

Ay = —

2¢—21 n-11
= — 2 (6)

2¢+ 14

The first term is usually the largest in magnitude
since |u| (the initial-state dipole moment) is often
much greater than the dipole change accompanying
the transition |Ayg|, and for polar solvents, its pre-
factor is up to 5 times larger. The second term in fact
arises from the electronic polarization of the solvent
adjusting synchronously with the electronic redistri-
bution which occurs in the chromophore; recently,*
it has been suggested that it is appropriate to use
different cavity radii a for these two terms. Earlier
expressions differ from eq 6 in that they introduce
crude approximations for the chromophore’s polar-
izability, but general expressions containing Ao are
available.*”*® For ionic chromophores, the general
picture remains but additional terms must be con-
sidered which describe the polarization of the solvent
by the ion. The ground-state dipole moment g be-
comes origin dependent, however, and one must
proceed cautiously.

3. The ZHR-SS Computational Model for Solvent
Effects on MLCT Spectra

The ZHR—SS method comprises four independent
steps, with the results of each step being indepen-
dently verifiable by comparison of the results with
experimental data. In this way, computation of (for
example) the solvent effects on a MLCT band are not
performed in isolation but arise as one element of a
broad-ranging model for the spectroscopic, electronic,
and geometric properties of the chromophore and the
solution. Briefly, the steps involve (1) determining
the electronic structure and spectroscopy of the
chromophore in the gas phase; (2) determining force
fields through which the chromophore interacts with
the solvent; (3) determining the structure of the
solution; and (4) determining the effect of the solvent
structure on the electronic transition of the chro-
mophore.

We find that, in general, only when the electronic
structure of the chromophore in its ground electronic
state in the gas phase is correctly described is it
possible to generate an accurate force field which can
predict known properties of the solution, and only
when the solution structure is correctly described can
the solvent effects on the chromophore be reliably
obtained. A subtle but important feature that
emerged*®% is that solvation also effects the geom-
etry of a complex, and it is important that step 1 be
performed at a realistic solution-phase geometry.
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While our method embodies a variety of options
concerned primarily with choice of electronic struc-
ture method, the specification of the intermolecular
potential functions, and technical issues such as the
choice of boundary conditions used in the computer
simulations and while it requires the determination
of a significant number of properties of the solvent
and solute molecules in the gas phase, it contains no
parameters which can arbitrarily be adjusted in order
to fit experimental spectroscopic data.

To generate a reliable, quantitative scheme for
estimating MLCT solvent effects, we consider the
metal and all of its ligands as forming the chro-
mophore and treat this in the gas phase using the
highest possible level of ab initio calculation. It is
then surrounded by a large number (i.e., 100—200)
of explicitly represented solvent molecules, and this
is then surrounded by small exclusion zone®! of width
r. and then by a dielectric continuum of radius a. This
is illustrated in Figure 1; we use a value of 1 A for r

DIELECTRIC

XX A X

CONTINUUM EXCLUSION €, n
‘sor.vnm MOLECULES

Rl SOLUTE ([l ------1--------

Figure 1. Key physical features of the calculation of the
gas-phase to solution solvent shift Av and associated
properties, averaged over equilibrated liquid configura-
tions. (1) The chromophore (in black) is represented by a
set of electronic-state-dependent charges q, permanent and
induced point dipoles u, and polarizability centers o. (2)
Some (of typically 100—200) individually represented sol-
vent molecules (in white), similarly described with the
permanent moments and charges are electronic state
independent; only the induced moments are able to respond
to optically induced changes in the chromophore’s electronic
state. (3) A small exclusion zone of width r.. (4) An outer
dielectric continuum of radius a, dielectric constant ¢, and
refractive index n. The dashed lines indicate some of the
specific intermolecular electrostatic interactions.

in all calculations, and typically the largest values
of a that are considered are on the order of 9.5—-12
A. For ruthenium ammine complexes, there is no
ambiguity concerning, in aqueous solution, which
molecules are “ligands” and which are “solvent”; for
other problems such as the solvation of Fe(ll) in
water,%2 however, the inner six water molecules are
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taken to form part of an Fe?"(H,0)s complex while
the solvent water molecules are taken to include only
waters beyond this ligand shell. This approach is
valid provided that inner-shell ligand-exchange reac-
tions are sufficiently slow.

In principle, the inner layer of explicitly repre-
sented solvent molecules are presumed to account for
all of the specific interactions between the solvent
and solute while the dielectric continuum is pre-
sumed to account for possible long-range charge—
dipole interactions. From the point of view of prac-
ticability of calculation, such a separation is at
present more or less obligatory, since for ionic solutes
the long-range interactions extend over greater lengths
than will, for a long time, be possible to include in
computer simulations. The dielectric cavity is taken
to be spherical in shape with radius a which may be
set to any value up to the sum of r. and the inscribed
radius of the unit cell used in the liquid simulations.
In effect, a is not an arbitrary parameter as in
practice it is chosen sufficiently large such that the
solvent shift is actually insensitive to its value.
Results obtained for aqueous solvent shifts of (n,7*)
transitions in pyrimidine> as well as for MLCT
transitions in Fe?"(H,0)s%? and Ru?"(NH3)s—pyri-
dine>* are shown in Figure 2 and clearly indicate this.

In practice, we have found®2~54 that effects caused
by the specific ordering of solvent molecules in the
second and third solvent shells away from the chro-
mophore can be quite large. As a consequence, at
radii a sufficiently large to include these specific
solvation effects, all contributions from the long-
range dielectric become insignificant. Hence, in hind-
sight, inclusion of the long-range contribution often
appears to be unnecessary.

The mathematics necessary to describe the dielec-
tric continuum is described in detail elsewhere,* but
in essence it involves the use of Friedman image
technology®® with spherical boundary conditions. The
equilibrated chromophore in its initial electronic state
polarizes the dielectric continuum via image charges
and dipoles embedded within it. Standard analytical
limits such as eq 6, or close approximations thereto,
are retrieved in a variety of limits®? for both ionic and
nonionic chromophores.

ZHR-SS involves two major stages: the generation
of representative structures for the solution and the
evaluation of the solvent effects based on those
structures. Any available technique may be used for
the first stage, provided that it gives reliable results.
We usually perform classical simulations employing
effective pair potentials derived® using the scheme
of Kollman,5"~® these being rigid-molecule Monte
Carlo simulations with the geometry of the complex
taken to represent the geometry in solution as
accurately as possible. The intermolecular potential
functions are generated by combining a standard set
of Lennard—Jones potentials with intermolecular
electrostatic interactions individually calculated for
each isolated chromophore molecule in its initial
electronic state (the ground state for an absorption
experiment but the excited state for an emission
experiment). While potential functions of this type
are cumbersome to evaluate compared to canned
potential functions, they offer the advantages of

Chemical Reviews, 2000, Vol. 100, No. 2 779

T

LI A O e I B I B B

Ru?* (NH,) 5-pyridine

i fd
r >
of x_rﬁ@ SCnmaton
i <X
\ KRS

H

<Cos o>
0
5

KL

QLR
S5
KL
LIRS

A

‘‘‘‘‘

%
3
S0
S5

-.5
&
X
8
L

2
%
%
<

_ ---- X= Ru
w —— X= Centre

0
.:
08
:::
%5

v

P T T I G T T Y T T O B U 0 T O 0 A

2 3 4 5 6 7 8 9 10 11

(=)
(=]
o 1 | S S R B B S| T— T T
<t
r Pyrimidine
ok il
-
5 Fe?* (H,0) 4
- |
agl 1
o -
«f
[ 4
of Ru?* (NH;) ;~pyridine
8 1 ] 1 1 L 1 1 I I Il 1 1 L ! i 1 1
®2 3 4 5 6 7 8 9 10 11

a/?k

Figure 2. The lower frame shows ZHR—SS calculated gas-
phase to aqueous solution solvent shifts Av as a function
of the dielectric cavity radius a for the lowest (n,7*) band
of pyrimidine,53 for the ultraviolet photoionization band of
Fe2™(H,0)e,°2 and for the visible MLCT band of Ru?*-
(NH3)s—pyridine,%* illustrating the insensitivity of Av to
the precise number of explicitly included water molecules.
The upper frame shows the calculated angular distribution
function [Gos alfor Ru2t(NHs3)s—pyridine evaluated by
damping to zero the long-range Coulomb interactions over
the indicated region as a function of the separation r.

greater (and tailorable) accuracy as well as the
flexibility to handle excited states. Also, to treat the
solvent shift reliably, one must first be able to treat
the gas-phase spectroscopy reliably, and so the task
of determining the chromophore’s electronic structure
is one which in any case must be completed.

The Lennard—Jones terms used in Kollman’s po-
tentials are designed to accompany atomic charges
for the solute determined at the ab initio Hartree—
Fock self-consistent-field (SCF) level by fitting atomic
charges to the molecular electrostatic potential (ESP)
outside the molecular van der Waals shell. We have
found that this approach gives reasonable results
provided that the electronic structure of the solute
is properly described at the SCF level. Use of poten-
tials obtained using higher levels of theory, e.g., using
multiconfigurational SCF (MCSCF), also produce
liquid structures that are qualitatively reasonable
but overestimate the hydrogen-bond strength and are
guantitatively inferior. Clearly, a revised set of
Lennard—Jones parameters optimized for use with
more-accurate solute charge distributions is war-
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ranted but at this stage is unavailable. Indeed, often
the SCF electronic structure is qualitatively flawed,
making employment of more-accurate charge distri-
butions essential.* This aspect of our approach
constitutes a weakness in that it is not a simple
black-box technique in which you dial-up the system
and obtain the answer. On the other hand, the final
solution to any problem will appear well-founded as
it must simultaneously reproduce a large amount of
experimental information ranging from the gas-phase
structure of the chromophore to cluster data and the
nature of intermolecular interactions to the liquid
structure to the effects of solvation. Each of the key
steps are essentially individually assessable; each has
its own assessment criteria, and modifications can
be introuced until satisfactory results are obtained.

In the second major stage of ZHR—SS, sampled
liquid configurations are processed in order to deter-
mine the solvent shift of the absorption band. It is
assumed that a significant charge redistribution
occurs as the result of the electronic transition and
that the solvent shift arises from the changes in the
electrostatic interactions between the solvent and
solute (this method is thus clearly inappropriate for
the study of d — d transitions as these involve
essentially no macroscopic charge redistribution®?).
The effects of the solvent on the electronic structure
of the solute, and vice versa, are included by treating
each molecule as being individually polarizable. This
is tantamount to taking the electronic structure of
the supramolecular assembly and expressing it self-
consistently in terms of a perturbation expansion
based on the electronic structures of the individual
molecules. The varying properties used to describe
the chromophore, the individually represented water
molecules, and the dielectric continuum are all
depicted in Figure 1.

The above treatment of polarization is only valid
if the perturbation expansion converges quickly. We
investigated*® one complex, Ru(11)(NH3)s—pyrazine-
H*, in which two molecular orbitals come into
resonance; if such a resonance is established by the
intermolecular interactions, then a perturbation
expansion based on the gas-phase properties would
not converge and the electronic structure of the
chromophore and solute must then be determined
together by ab initio means. For Ru(ll)(NH3)s—
pyrazine-H*, however, the resonance was in fact
found to be a gas-phase property and the perturba-
tion expansion remained rapidly convergent.

Charge transfer between the chromophore and
solvent molecules is not automatically included but
could be explicitly included in ZHR—SS if necessary.
Test ab initio calculations®® indicate, however, that
solvent effects can be extremely sensitive to small
amounts of charge transfer and that semiempirical
methods such as INDO represent intermolecular
charge-transfer and hence solvent effects derived
from it rather poorly. While solvent-shift calculations
using methods such as INDO have been per-
formed,?8.2%:36 we feel that at present the most reliable
method currently available for treating charge-
transfer effects is to neglect them completely. The
results which we have obtained so far (shown in
Table 2) indicate that while there could possibly be
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a significant (of order 10%) charge-transfer solvent
effect on Ay, this contribution is clearly not dominant.

The physical effects on an electronic transition
induced by solvation included in ZHR—SS can be
summarized: the solvent is initially polarized in
equilibrium with the chromophore in its initial
electronic state; when the chromophore jumps to its
final electronic state, the component of the solvent’s
polarization attributed to solvent alignment remains
fixed and interacts with the chromophore’s electronic
redistribution while the component attributed to
electronic polarization of the solvent is allowed to
reequilibrate with the chromophore’s new electronic
structure. Dispersion interactions, believed to con-
tribute on the order of 300 cm™ to most solvent
shifts, are not included.

4. Calculations for Azine Solutions Using the
ZHR-SS Method

ZHR-SS is expected to be applicable for any
system involving charge transfer. Before considering
MLCT reactions, we first considered (n,7*) spectra
in azines in which an electron is removed from a
nitrogen lone-pair orbital and transferred to the &
LUMO orbital. Compared to MLCT transitions, the
electron moves a smaller distance and hence the
effects are weaker and more difficult to model.
Molecules such as these also occur as ligands in
transition metal complexes.

These calculations were performed over several
years and involve the use of different electronic
structure methods for determining the gas-phase
properties of the chromophores. This variety arose
from a combination of factors ranging from technical
feasibility limits to the need to get the electronic
structure qualitatively correct. A total of 102 solvent
molecules are used in each simulation, however,
allowing for a maximum dielectric radius a ~ 9.5 A.
Key results for the calculated absorption and fluo-
rescence solvent shifts, Ava and Avg, respectively, and
for the enthalpy of hydration AH are summarized in
Table 1. The enthalpies of hydration are systemati-

Table 1. Solvent Shifts for Azines in Aqueous
Solution?

Av Av
(absorption) (fluorescence) AH
azine method® calcd obsd calcd obsd calcd 42 obsde
pyridined  SCF 3500 >2500 -136 —11.9
pyridazine¢ CASSCF 4100 3800 800 700 —18.5h —-149
pyrimidinef SCF 3400 2700 —300 —-600 —16.9 —14.3

pyrazined MRCI 2000 1800 300 700 -16.20 -11.8

a8 Gas-phase to aqueous solution solvent shifts Av are in
cm~?, while enthalpies of hydration AH are in kcal mol~?; the
method is that as used to calculate the gas-phase electronic
structure of the chromophore. ? The method used to determine
the energetic and electrostatic properties of the chromophore
in the gas phase. ¢ Reference 77. @ Reference 71. ¢ Reference
64. T References 53 and 56. 9 Reference 61. " iIf an SCF-derived
pyridazine—water intermolecular potential is used, values of
—16.1 and —13.5 kcal mol~* using SCF-derived potentials are
obtained, respectively.

cally too large, especially if post-SCF methods are
employed to generate the atomic charges for use in
the intermolecular potential functions, and the cal-
culated solvent shifts (using no arbitrarily adjustable
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parameters) are accurate to 700 cm~t. While 700
cm™1 is significantly large for the azines, it is on the
order of expected contributions from dispersion ef-
fects and is small compared to solvent shifts expected
for inorganic MLCT spectra. As detailed individu-
ally 53616384 the calculations do describe a large range
of other experimental data adequately, ranging from
solution properties to properties of hydrogen-bonded
dimeric complexes to high-resolution gas-phase spec-
troscopic properties of the chromophores. Further,
the solvent-shift results are sufficiently accurate to
discriminate between various current models for the
electronic structures of the azines. For example, the
lone pairs in pyrazine have traditionally been de-
scribed as noninteracting, with (n,7*) excitation
localizing on just one of them (the issue of localized
versus delocalized excitations here closely parallels
well-known issues in the spectroscopy of inorganic
complexes such as the Creutz—Taube ion®). This
model was based on the interpretation (in the spirit
of eq 6) of solvent-shift data and on results of SCF
and valence-bond electronic structure calculations.
An error®® of interpretation in the original experi-
mental paper?®® resulted in the observed fluorescence
solvent shift being seen to be compatible with a
localized description while the observed absorption
solvent shift demanded this description. ZHR—SS
results,®® to the contrary, show that the observed
absorption shift is compatible with either model while
the observed fluorescence shift demands a delocalized
model. We showed that only a delocalized model is
compatible with the observed gas-phase high-resolu-
tion spectra and that inclusion of dynamic correlation
in extensive complete-active-space self-consistent-
field (CASSCF) calculations with multireference con-
figuration interaction (MRCI) predicts a delocalized
structure in the gas phase. Calculated potential-
energy surfaces obtained using this and simpler
techniques are shown in Figure 3, along with the
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Figure 3. Potential-energy surfaces for the first (n,z*)
singlet excited state of free molecular pyrazine evaluated
using CASSCF and Davidson-corrected MRCI methods®!
and with valence-bond methods”® methods. The structures
show, in particular, the change in the CNC bond angles as
the molecule distorts an amount Q2 in the direction of the
(dimensionless) antisymmetric normal mode v;,, the shaded
areas reflecting zero (white), half (gray), and full (black)
occupancy of the nitrogen lone-pair orbital.
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calculated pyrazine geometries at the stationary
points. Further, we estimated values for the effective
coupling J and the reorganization energy and showed
that additional solvent contributions to the reorga-
nization energy were not of the correct magnitude to
localize the excitation in solution.

5. Results from ZHR-SS for MLCT Transitions in
Ru Complexes

We have studied solvation and solvation effects on
MLCT processes in complexes Ru?*(NH3)s—L, with
L = pyridine, pyrazine, pyrazine-H*, and NH3 using
ab initio MCSCF methods to describe the gas-phase
electronic structure of the complexes. Key results for
the hydrogen bonding, frequency shift Av, and change
in Au are shown in Table 2, while hydrogen-bonding
and metal—oxygen radial distribution functions are
shown in Figure 4. In all simulations, a total of 256
water molecules were included, allowing for a maxi-
mum dielectric radius of a ~ 12 A

The results for the liquid structure indicate that
each ammonia hydrogen is hydrogen bonded to one
water oxygen. Sometimes one water molecule forms
two hydrogen bonds with different ammonia hydro-
gens so that the total number of water molecules
solvating the ammonias is 13 for the hexammine
complex and 10—11 for the pentammine complexes.
Figure 4 shows that the most probable radius of this
first water coordination shell around the ammonias
from the metal is ca. 4 A, as observed experimen-
tally.5* As neat water itself has its second coordina-
tion shell at approximately this radius containing 12
water molecules, the density of water molecules near
the ion is similar to that of bulk density. This, plus
the similarity of the radial distribution functions in
Figure 4 with those for pure water (the TIP3P water
potential®® is used throughout), suggests that the
water molecules around the complex do not have
enhanced hydrogen bonding or other properties. Such
enhancement could be produced through charge-
transfer or polarization effects, however, which are
not included in these simulations.

Around azine ligands L, no hydrogen bonding is
calculated for L = pyridine, one hydrogen bond is
calculated to form to the free nitrogen for L =
pyrazine, and almost two hydrogen bonds are calcu-
lated to form to the acidic hydrogen for L = pyrazine-
H*. This result for L = pyridine is as expected, but
those for L = pyrazine differ somewhat from the
results of alternate simulations. Using a molecular
mechanics potential, Broo®” found no hydrogen bond-
ing to pyrazine ligand. These simulations consider-
ably overestimate the separation of the water mol-
ecules hydrogen bonded to ammonia (the Ru—O
distance is predicted to be ca. 5 A instead of the
observed value of ca. 4 A), and analogous potentials
for pyrazine in water also predict no hydrogen
bonding, contrary to experiment. It seems that simple
molecular-mechanics-type potential functions are not
sufficiently flexible to describe correctly the hydrogen-
bonding interactions in these systems. Also, X-a
density-functional calculations by Zhang and On-
drechen®® predict little charge build-up on the free
nitrogen, and simulations using their calculated
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Table 2. Solvent Effects for Complexes Ru?"(NH3)s—L in Aqueous Solution?

v (soln) Au (soln)
# HB per H #HB
L method® v (gas) Av caled obsd Au (gas) calcd obsd® obsd? fromNH; H,OtoNH; #HBtoL
NHs® MCSCF 1.0 13
pyridine®f MCSCF 38 -8 30 245 6" 5h 3.4 0.9 11 0.0
pyrazine? MCSCF 326 —83 243 212 8.8 55 48+ 1.3 3.5 0.9 10 1.2
pyrazine-H*9 MCSCF 248 -0.5 243 18.9 1.0 0.3 <03 <1 1.0 10 1.8

a Gas-phase to aqueous solution solvent shifts Av in are in 1000 cm™?, the changes in dipole on excitation, Au are in D, # HB
are the number of hydrogen bonds per ammonia hydrogen, the total number of water molecules hydrogen-bonded to ammonias,
and the number of water molecules hydrogen bonded to an azine ligand L. ® Used to determine the energetic and electrostatic
properties of the chromophore in the gas phase. ¢ Reference 22 in 50% glycerol—water glass. ¢ Reference 70 in 50% glycerol—
water glass. ¢ Reference 54. f Reference 50. 9 Reference 48. " Estimated by applying an INDO/S derived geometry-relaxation

correction to MCSCEF results obtained at the calculated gas-phase geometry.
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Figure 4. Intermolecular radial distribution functions g(r)
showing hydrogen bonding between the inorganic com-
plexes Ru2(NHz)s—L and neighboring waters, for L = NH;
(—),%* pyridine (- - -),5* pyrazine (0),*® and pyrazine-H*
(--+),*8 as well as the corresponding metal to water-oxygen
distributions.

electronic structure for the complex would very likely
also predict no hydrogen bonding. Their results seem
inconsistent with the observed increase in basicity
of the complex with respect to free pyrazine,®* and
again, we see that we must have an accurate descrip-
tion of the electronic structure of the solute before
we can consider questions concerning solvation.

For L = pyrazine-H', one weak and one strong
hydrogen bond are predicted to form to the acidic
hydrogen atom. No information is available to ascer-
tain the accuracy of this prediction. Naively, one
normally expects only one hydrogen bond per hydro-
gen atom, but this result may be plausible as this
hydrogen does bear a substantial charge which could
induce multiple solvation.

For charged systems, the calculated radial distri-
bution functions are quite sensitive to the boundary

conditions used in the simulation525* and care must
be taken to obtain sensible results. The structural
properties which we have found to be the most
sensitive are the angular distribution functions which
depict the orientation of the water molecules around
the ion. An example of this is shown in Figure 2,
where the cosine of the angle o between the sym-
metry axis of a water molecule and the vector
between either the metal atom or the solute center
of mass and the water oxygen is averaged as a
function of the oxygen—metal separation. At short
distances, [¢os a0~ —1, indicating that the water
hydrogens are pointing as much as possible away
from the metal. This correlation disappears at inter-
mediate separations (i.e., 8 A) but reappears near the
edge of the simulation cell. In the simulation shown,
the long-range Coulomb potentials were damped
smoothly to zero over the last 2 A inside the inscribed
radius of the unit cell used in the simulations, and
it is precisely in this region that the angular correla-
tion reappears. Use of more sophisticated methods
for treating the boundary conditions, such as Ewald
summations with neutralizing backgrounds,>* does
not produce this anomaly, but the procedure is
computationally prohibitive. This boundary effect will
have significant consequences for calculated solvent
shifts if the incorrectly orientated water molecules
lie close enough to the chromophore. Figure 2 also
shows the solvent shift for this system evaluated
using a continuum dielectric of radius a to replace
the outermost water molecules. The results show that
the calculated solvent shift has converged to its
infinite-radius limit well before anomalies appear in
the calculated angular distribution functions. Hence
boundary-condition effects are not observed to alter
the calculated solvent shift.

For MLCT transitions, no gas-phase spectra are
available and hence only the final solvent-corrected
values may be compared directly with experiment.
Accurate calculation of the gas-phase values is itself
not a simple task, with methods such as SCF followed
by single and doubles configuration interaction (SDCI)
predicting®? transition energies in error by ca. 50 000
cm~t. MCSCEF calculations provide the simplest ab
initio computational scheme which provides a quali-
tatively correct description of electronic structures of
ground and excited MLCT states, and it is difficult
at this stage to estimate absolute reliabilities for
computed quantities. The final calculated solution
transition frequencies shown in Table 2 are within
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6000 cm™1 of the observed values, and of the total,
ca. —8000 cm™ is attributed to solvent shift for L =
pyrazine and pyridine and almost none for L =
pyrazine-H*. The result for pyrazine-H™ is consistent
with the observed lack of solvent effect on the
transition energy and arises from a resonance be-
tween the metal d, orbital and the ligand’s LUMO
orbital 8% Certainly, an error of 5000 cm™! in the ab
initio calculation of the gas-phase transition energy
is quite plausible, and so it is difficult to draw
conclusions as to the accuracy of the calculated ca.
8000 cm™* solvent shifts, but based on the results for
our test calculations described in section 5, an error
of more than 25% (2000 cm™1) would seem improb-
able.

The final calculated solution dipole moment changes
Au shown in Table 2 for L = pyrazine and pyridine
are within 2 D of the observed values and depict an
effective electron-transfer distance r of only one-third
of the separation ro between the metal and ligand
center. This error is ca. 10% of the naive value
assuming r = ro and appears reasonable given the
nature of the calculations involved. Also, difficulties
exist in the interpretation of the experimental results
due to the need to estimate local-field correction
factors. Boxer’s results?? include conservative error
bars, while Shin et al.”® have employed some sim-
plistic assumptions in an attempt to reduce this
uncertainty. It is certainly possible that the differ-
ences between the computed and observed values of
Au arise in whole or in part from uncertainties in
the experimental rather than the computed quanti-
ties.

We have shown®05254 that INDO/S provides results
of comparable accuracy to the ab initio MCSCF
results for the gas-phase transition properties and
may be effectively used in this capacity. A modifica-
tion of the standard INDO/S procedure is necessary,
however,>®54 in that the effects of the electronic
redistribution associated with MLCT cannot be treated
correctly using an empirical parametrization but
must be treated explicitly using MCSCF-MRCI tech-
niques. Alternatively, we have found that INDO/S
ground-state electronic wave functions are not suf-
ficiently accurate for the reliable generation of sol-
vent Structures_48,50,52—54,56,61,63,64,71

6. Photochemistry of Fe(H,0)s*t in Water

The spectroscopy and associated chemistry of the
hydrated ferrous ion in the ultraviolet region was
the subject of continued experimental investigation
over three decades, until the topic was more or less
abandoned as too difficult in the mid-1960s.52 The
main reason for this interest is that irradiation leads
to hydrogen evolution, and the primary photochemi-
cal step was an obvious focus of attention. It was of
interest to see whether our methods could provide
insight into its nature.

Many computer simulations had already been
performed on the structure of aqueous Fe(ll), and
these provided a framework in which we could test
ZHR—SS ground-state predictions. As for the Ru(ll)
complexes discussed in the last section, the simula-
tion of inorganic complexes in water is hampered by
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various technical problems associated with the pres-
ence of ions and the long-range Coulomb forces
involved, forces of much longer range than can, at
present, be accommodated in simulations using even
the simplest potential functions. We demonstrated®?
that intermolecular potential functions obtained us-
ing Kollman’s scheme® - treating the ion and its
inner coordination shell as a single entity adequately
reproduce all experimental and theoretical data
available. We also simulated aqueous Ru?*(NH3)s%?
and were able to account for all known experimental
data for the structure of this solution.

The ultraviolet electronic absorption spectrum of
aqueous Fe(ll) has never been assigned, despite
extended intense research effort. The transition
starts at ca. 40 000 cm~! and appears to reach a
maximum near 50 000 cm~! with an extinction coef-
ficient of just 16 L mol~* cm™, but the remainder of
the band (in the vacuum UV) is not yet observed. We
considered three of the four generally suggested
mechanisms leading to this absorption and were able
to conclude from solvent-shift analysis that it does
not arise from iron to ligand-water MLCT or from
metal 3d — 4s absorption, thus excluding two of
these. One of the remaining proposed mechanisms,
however, involves direct transfer of an electron from
the metal to a preexisting cavity located within the
solvent. Treating the gas-phase process as the pho-
todetachment of an electron from Fe?", a process
observed at v =250 000 cm™?, we calculated a solvent
shift of —240 000 cm~?! and an electron confinement
kinetic energy of 40000 cm™!, thus predicting a
transition energy at 50 000 cm™%, as observed. De-
spite this confinement-energy calculation being very
crude, we see that the calculated solvation energy is
clearly representative of the physical process in-
volved. Further, we also crudely estimated the oscil-
lator strength and bandwidth (from the ensemble of
water configurations around possible cavities), and
the results are shown in Figure 5. The quality of the
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Figure 5. Calculated® photoionization spectrum com-
pared to the observed”® absorption spectrum for aqueous
Fe(ll). The theoretical spectrum is that predicted for the
photoionization of an electron from the complex to preexist-
ing cavities in the water structure.

agreement shown in this figure must be fortuitous,
but nevertheless it was concluded that the energy
and intensity characteristics of the observed band are
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in fact consistent with the photodetachment mech-
anism. The remaining mechanism that has been
proposed is charge transfer to solvent (CTTS). How-
ever, present computational capabilities are not yet
sufficient for a reliable calculation of such a transi-
tion, so that a final answer to the intriguing problem
of aqueous Fe(ll) is yet to be found. The problem is
quite a general one also as very little is known about
CTTS processes involving inorganic complexes, and
the boundaries (or possibly lack thereof) between
orthodox photodetachment and CTTS mechanisms
have not been established.

7. Solvent Effect on Metal-Metal Coupling in
Dimeric Systems

While a priori calculations using either density-
functional or ab initio theory for intramolecular
electron-transfer coupling strengths can be made
with reasonable accuracy, generally applicable meth-
ods for analogous intermetallic couplings are still
under construction.”>” The quantities of interest are
intermetallic coupling strengths for the molecule or
ion in solution, so that in addition to other difficulties
(e.g., proper treatment of configuration interaction
and the difficulty of correctly determining orbital
band gaps and positioning metal orbitals within them
for the free molecule), there is the problem of ac-
counting for solvent effects. A proper treatment must
take into account effects on individual orbitals and
transitions and on interference effects. The nature
of this problem has been outlined,”> and some calcu-
lations involving diruthenium complexes in which
solvent effects on individual orbital levels are calcu-
lated using SCIPCM™ theory have been reported;
applications to the bridge dependence of electron
transfer in bimetallic porphyrin™® and polyene™
complexes have been developed. This problem awaits
a more satisfactory resolution, however, and, in
principle, all aspects of it may be treated inside the
framework of the ZHR—SS approach.

8. Electroabsorption (Stark) Effect

Mention has been made in earlier sections of the
measurement of dipole moment change Au accom-
panying an electronic transition. These measure-
ments have been made in the pioneering work of
Boxer et al.?? on the electronic Stark effect in transi-
tion metal complexes, which is now being followed
up in several laboratories. The original study of Oh,
Sano, and Boxer?? was concerned with the electro-
absorption spectra of Ru?"(NHz)s—pyrazine, Ru?*-
(NH3)s—pyrazine-H", the Creutz—Taube ion, and
other diruthenium complexes. Other inorganic ru-
thenium complexes have recently been studied at
Brookhaven,”® and more studies are currently under
way in various research laboratories. Basically, these
experiments involve the application a very large
electric field to a thin sample held dilute in a glass.
The theory of Liptay?’ is generally applicable, al-
though, particularly in the case of bimetallic systems
with strong intermetallic coupling, modifications are
necessary.” In addition to the dipole moment change,
other quantities such as the change in polarizability

Hush and Reimers

and the transition moment hyperpolarizability, are
in principle accessible from such measurements.
Analyses of typical data can be made either in terms
of a model SCF theory™" or by ab initio and
semiempirical methods.>%%4 For bimetallic systems,
the solvent effect problem outlined in section 7 is a
critical one. Nevertheless, the results shown in Table
2 clearly indicate that the ZHR—SS method is ap-
propriate for the quantitative modeling of problems
of this type.

9. Conclusions

The ZHR—-SS method has provided considerable
insight into solvent effects on MLCT and other
electronic transitions involving some degree of elec-
tron transfer. Its strength lies in its division of a very
complicated problem into small units, each of which
can be approached individually at the highest feasible
level, and the use of reliable perturbation-theory-
based methods to describe the somewhat weak inter-
unit couplings. Thus, we can employ state of the art
ab initio methods to accurately describe the ground
and excited states of the chromophore in the gas
phase, if necessary, use large simulations with ex-
pensive boundary conditions such as Ewald summa-
tion to correctly describe the structure of the solvent
around the chromophore, and perturbatively evaluate
the solvent—solute interaction to determine the
solvent effects. Alternate methods which attempt to
do all steps at the same time must by necessity
introduce severe approximations to the electronic
structure of the chromophore and to the liquid
structure, and these losses far outweigh the advan-
tages gained by treating the weak solvent—solute
interaction nonperturbatively.

Considerable room for improvements to ZHR—SS
remain, particularly associated with the desirability
of using a consistent high-level ab initio method for
determining the electronic structure of the chro-
mophores and linking them into intermolecular
potential functions. One aspect of this which has not
consistently been properly treated is that the solvent
modifies the equilibrium geometry of the solute and
that the electronic structure of the solute needs to
be evaluated in the gas phase at the geometry
appropriate to the condensed phase. This effect is
particularly important for inorganic complexes for
which the relatively weakly held ligands are easily
distorted by the solvent. A way to include this is to
simply use experimental condensed-phase geom-
etries, but this may not always be possible. An
improved version of ZHR—SS could account for this
by performing a self-consistent reaction-field calcula-
tion for the chromophore not in the gas phase but in
some averaged condensed phase. Methods of this type
have been shown to be successful in generating
intermolecular potential functions®® and provide for
a more general approach in which solvent shifts
calculated assuming no specific solvent interactions
could be systematically improved.

Calculated solvent shifts for bands which involve
a small amount of charge transfer, such as (n,z7*)
excitations in azines, fall within 700 cm™ (or ca. 15%)
of the experimental values. This error is relatively
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large due to the small magnitude of the total effect,
and hence it is necessary to consider dispersion and
other influences. It is, however, sufficiently small to
allow for qualitative interpretation of experimental
results and the determination of the key physical
properties of the systems. Conversely, in the limit of
extensive charge transfer, e.g., for photodetachment
transitions in solution, where solvent shifts are 2
orders of magnitude larger, ZHR—SS continues to
give useful results. Intermediate between these two
limits are MLCT and other intramolecular charge-
transfer processes. When the ligand is small (e.g.,
pyrazine), solvent shifts are on the order of —8000
cm~1, but these would grow in magnitude as the
charge separation increased. The accuracy of ab initio
calculations for the gas-phase transition energies of
these systems, combined with ZHR—SS calculations
of the solvent shift, result in transition energies in
solution which are in error by ca. 0.5 eV, about twice
that regularly obtained by ab initio methods for
excitation energies in small organic molecules.

An important application of ZHR—SS has been to
understand the results of electroabsorption experi-
ments:?27 for MLCT transition in Ru?f(NH3)s—
pyridine and Ru?"(NHz)s—pyrazine, these depict the
transition as moving only one-quarter of an electron
from the metal to the ligand and have thus brought
into question our physical insight into just what is
involved in MLCT excitations. ZHR—SS results have
shown that the reduction in the effective number of
electrons making the transition is consistent with the
view that MLCT involves a one-electron process and
that the cloaking of the number of electrons involved
arises as the remainder of the system (ligands, other
metal orbitals, solvent molecules) combine to mini-
mize the effects of the electronic transition. The
numerical results obtained from the simulations
vindicate earlier simple analytical models used to
describe this effect.’0.76
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